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Chatbots or conversational recommenders have gained increasing popularity as a new paradigm for Recom-
mender Systems (RS). Prior work on RS showed that providing explanations can improve transparency and
trust, which are critical for the adoption of RS. Their interactive and engaging nature makes conversational
recommenders a natural platform to not only provide recommendations but also justify the recommendations
through explanations. The recent surge of interest inexplainable AI enables diverse styles of justification, and
also invites questions on how styles of justification impact user perception. In this article, we explore the effect
of “why” justifications and “why not” justifications on users’ perceptions of explainability and trust. We de-
veloped and tested a movie-recommendation chatbot that provides users with different types of justifications
for the recommended items. Our online experiment (n = 310) demonstrates that the “why” justifications (but
not the “why not” justifications) have a significant impact on users’ perception of the conversational recom-
mender. Particularly, “why” justifications increase users’ perception of system transparency, which impacts
perceived control, trusting beliefs and in turn influences users’ willingness to depend on the system’s advice.
Finally, we discuss the design implications for decision-assisting chatbots.
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1 INTRODUCTION

Recently, chatbots have gained popularity. Among many other benefits, chatbot technologies are
increasingly adopted by companies and organizations to reduce cost and time spent with customer
service tasks. Globally, the chatbot market was valued at USD 1.17 billion in 2018 and by 2026 it is
expected to reach USD 10.08 billion [47].

Chatbots offer a paradigm change from traditional interaction methods used in Graphic User

Interface (GUI) of websites or other channels (such as calling a help desk) [29]. As users con-
stantly face complex situations where finding information or making a decision is difficult, chat-
bots offer an efficient exchange of useful information to quickly resolve a complaint, find items to
purchase, or receive recommendations for consumption [10].
Chatbots are powered by “conversational recommenders” that can provide personalized

answers or recommendations. In this article, we address the issue that existing conversational
recommenders often do not offer insights into why certain items were selected for the user. Pro-
viding explanations is key to users’ understanding of actions made by a system, which has been
underlined by the surging field of explainable AI (xAI). One popular type of explanation, the
justification, offers insight as to why a decision is a good one without necessarily describing the
algorithmic details. Our work focuses on justifications as they may be particularly important for
users of Recommender Systems (RS) to understand and accept the recommended items. Indeed,
in traditional RS, researchers have found that justifications could support users’ decision-making
process, increases the perceived transparency of, and inspires users’ trust in the system [5, 13, 55].

Although trust is multifaceted [31, 39, 56], most of the existing literature in xAI has focused on
the influence of overall trust [7, 15, 41]. However, investigating the effects of the different facets of
trusting beliefs independently would have theoretical and practical benefits. Moreover, conversa-
tional recommenders enable interactive and arguably social properties in explanations that may
not present in traditional explanatory components in RS. Against this background, we conducted
a user experiment in which we let participants interact with a conversational recommender that
provided justifications for the recommended items. Controlling for algorithmic accuracy, we ex-
plored justifications explaining why an item was recommended or why not. As such, the objective
of the study was to answer the following research questions:
RQ1. How do different justification styles affect users’ perception and user experience with the

system?
RQ2. Does algorithmic accuracy have an effect on the interaction with the justifications?
RQ3.What type of personal characteristics influence users’ interaction with the respective jus-

tification styles?
By utilizing structural equation modeling, we were able to contribute empirical evidence of the

relation between algorithmic accuracy, justification style and user trust. Specifically, the contribu-
tions of this article can be summarized as follows:

• We propose a method to generate why not justifications, which utilizes a system-controlled
selection for the alternative item X to generate justification using “why not X?” questions
• Weconducted a user study that explored and confirmed the influence of algorithmic accuracy
and justification style on users’ trust and user experience in a conversational recommender,
particularly when users are given why justifications.
• We extend existing Human Computer Interaction theory [53] on the effect of justifications
on trusting beliefs and system adoption intentions within conversational recommendation
systems.

In the following section, we provide background into our work by reviewing existing literature
and offer theoretical support for the framing of the concepts the work is centered around. We
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then describe our methodology followed by a presentation of the results of our online study. We
conclude with a discussion of the implications for design and proposals for future research.

2 RELATEDWORK

Prior research relevant to our work is collated in two sub-sections. First, we present the related
work around conversational recommender systems. Second, we review the research on explana-
tions in recommender systems and other technologies. The latter part of this section highlights
the differences to previous work and our hypotheses for the study.

2.1 Conversational Recommender Systems

Prior work has shown that conversational interactions have significantly contributed to estab-
lishing long-term rapport and trust with systems [8]. As such, conversational recommendation
systems have been attracting attention with increasing levels of engagement due the potential
benefits from dynamic conversational interactions with decision-making systems. Yan et al. [57]
propose a conversational dialogue recommender framework in a mobile online shopping applica-
tion. Besides being used in different modalities, researchers have also looked into implementing
decision-assisting capabilities. Christakopoulou et al. [12] present a system that improves the rec-
ommendation results based on users’ repeated input on whether they like an item or prefer one
item to another. Similarly, Dodge et al. [14] discuss an end-to-end dialogue agent that can recom-
mend movies based on context information using a memory network. Moreover, Zhang et al. [58]
present a conversational search solution and a recommender system; their framework can select
facets to ask the user about and recommend a list of items accordingly. There are also existing
works around critiquing-based conversational recommendation, where users provide feedback on
multiple cycles of recommendations [37, 38].

In critiquing-based conversational recommendation, interactions with users are performed
mainly through graphical user interfaces that are presented on different platforms, such as mo-
bile mockups or webpages, rather than through natural language dialogues. In contrast, we are
particularly interested in exploring natural language dialogues through the conversational nature
of chatbots. Rather than point and click interactions, we leverage the social benefits of conversa-
tional agents to offer justifications throughout the decision-making process.

2.2 Justifying Recommendations

Establishing trust is critical to the adoption of recommended items [6]. Explanations and justifi-
cations allow users to better understand and interpret the rationale of the recommender systems,
which can lead to improved trust, transparency and user engagement [17, 24, 40, 45, 49, 53]. Kouki
et al. [32] present a hybrid recommender system that is built on a probabilistic programming lan-
guage, and they demonstrate that explanations improve the user experience of the recommender
system. Friedrich et al. describe a taxonomy of explanation approaches, taking into account dif-
ferent dimensions like the style (e.g., collaborative, knowledge, utility or social explanation style),
paradigm (e.g., content-based, knowledge or collaborative based) and the type of preference model
[19]. In Reference [52], authors create explanations through capturing the interactions between
users and their favorite features by constructing a feature profile for the users. Moreover, they use
a feature-weighting scheme to reveal those features that better describe a user and those that better
distinguish that user from the others. In addition, different visualization techniques are proposed
for providing explanations for the generated recommendations, such as interfaces with concentric
circles [26, 44], and pathways between columns [9]. Dominguez et al. [15] experiment with dif-
ferent interfaces with different levels of explainability and different algorithms for artistic image
recommendation.
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In this study, we consider the justification style in terms of the type of user question it answers.
Beyond RS, explanations have been studied for broader AI and ML technologies, most notably
in the field of xAI [22, 23, 42] as well as expert and systems [46, 48], adaptive agents [21], and
context-aware technologies [36]. By conducting an extensive review of social science literature
on how humans produce and consume explanations, Miller defines an explanation as “an answer
to a why-question” and highlights the contrastive nature of most explanation demands. That is,
a why question is often an implicit why-not question that refers to an alternative outcome not
given by the system. This insight reveals a common gap in algorithmic explanations that often
focuses on the why question only. For example, Lim et al. [34] studied what questions users may
ask context-aware intelligent systems. They developed a toolkit that supports the generation of
different styles of explanation for context-aware systems [35]. In an experimental study, Lim et al.
compared the effect of explanation designs addressing four types of intelligibility (why, why not,
how to, and what if), and found that for novice users, the Why explanation was preferred for its
simplicity [36]. Moreover, Wang and Benbasat evaluated the use of three types of explanations
in a recommender-how, why, and tradeoff - and found that the explanations impacted different
facets of trust, namely, competence, benevolence, and integrity [55]. Similarly, by adapting McK-
night’s framework on trust [39], Kunket et al. found that different sources of recommendations
influence users’ trusting beliefs and trusting intention [33]. Likewise, Berkovsky et al. conducted
a cross-cultural user study and found significant differences in explanation preference based
on participants’ perception of integrity, competence, and transparency [6]. To the best of our
knowledge, our work is the first to explore how the different levels of trust are impacted when
presenting justifications within conversational recommender systems.

2.3 Research Aims

The social aspects of conversational recommender systems may be beneficial in situations where
the interaction needs to convey to users that they can depend on or trust the system to behave it
their best interest. This is particularly important when offering insights into the recommendation
process as end-users might be sometimes confused about why a system behaved a certain way or
why it did not behave a certain way. Our work departs from prior work by using natural language
to present justifications for recommended items rather than using web-based GUIs. In this way,
we replicate the interactions of state-of-the-art chatbots that are commercially available. Our goal
is to better understand how different approaches to justifying the behavior of the recommender
can impact trust and potential adoption behaviors. As such, we conduct an online user experiment
exploring the impact of why (“Why did the system do X?”) and why not (“Why did the system not
do X?”) justifications, and algorithmic accuracy on users’ trust and user experience.

3 HYPOTHESES

Several previous studies considered justifications for recommender systems, and they showed that
justifications could increase the quality of user experience and interactions with a system [24, 53].
We assume that justification efficiency (i.e., to help users to quickly assess recommendations) and
justification effectiveness (i.e., to help users in correctly determining the quality and suitability
of recommendations) would be used to measure User Perceived Quality (UPQ). As such, we
hypothesize that UPQ will be higher for the manipulated conditions (why, why not, combination)
compared to having no justification (H1a).

Further, compared to “Why Not” justifications, the “Why” justifications support users in mak-
ing a clearer connection between the causes of the system’s behavior. This may influence users’
trusting beliefs and perceived transparency of the system [39]. As such, we expect that why justi-
fications should improve users’ perception of trusting beliefs such as integrity and transparency
compared to why not styles (H1b). However, the combination of Why and Why Not justifications

ACM Transactions on Information Systems, Vol. 39, No. 4, Article 42. Publication date: October 2021.



Why or Why Not? The Effect of Justification Styles on Chatbot Recommendations 42:5

Fig. 1. Theorized model of the study.

can offer information about why an item was selected in addition to justifying why that was
selected instead of another option. As such, we consider McKnight’s framework on the differ-
ent facets of trust and hypothesize that providing both types of justifications will improve users’
perception of the system’s competence (H1c).

Last, our study manipulates the accuracy of the algorithm (low versus high). High accuracy
should result in recommendations that are better aligned with users’ preferences and will there-
fore likely improve perceived recommendation quality (H2). As such, this setup allows us to test
whether justifications are robust to fluctuations in recommendation quality.

To test these hypotheses, we created an interactive chatbot that provides different types of jus-
tifications with different levels of algorithmic accuracy. Our work is tested within existing rec-
ommender systems evaluation frameworks [30, 45] (see Figure 1). Next, we describe the testing
infrastructure.

4 EXPERIMENTAL SETUP

For the study, we developed a movie recommending chatbot and employed a 4 × 2 between-
subjects experimental design. First, we introduce the dataset chosen for the purpose of this study.
Second, we describe the algorithms chosen. Third, we present an overview of the design choices
for the interface and rationale behind the justification styles. Finally, the user study procedure is
explained.

4.1 Data

We used the movie dataset available from Kaggle.1 The dataset consists of movies released on or
before July 2017. Data points include features such as cast, crew, plot keywords, budget, revenue,
and so on. For our study, we used cast, director and genre features for both building the recom-
mender algorithm and for generating the justifications. The content features for the movies are
formed by processing the keywords, cast, and crew fields and they are treated equally as tags by the
content-based recommender algorithm that is detailed in Section 4.2. The dataset contains 46,628
movies where each movie contains at most 8 features, and 5.6 features per movie on average.

4.2 Recommendation Techniques

The main motivation for the article is to evaluate different forms of explanations on the users’
perception of explanability and trust. To achieve this, we used a content-based filtering algorithm

1https://www.kaggle.com/rounakbanik/the-movies-dataset.
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Fig. 2. Example for preference elicitation step.

for building the recommendation system [1]. The algorithm initially builds movie profiles in an
offline manner, where each movie profile is represented by a vector of weights of all features of the
domain. The features include all distinct genres, actors, and directors of the movies in the dataset.
For each active user, a weighted mean of the rated item vectors constitutes the user’s profile, where
weights correspond to the ratings that the user has provided for the items during the preference
elicitation step. The ratings are provided based on a 1–5 scale, where we consider 3 as neutral.
During score calculation, we subtract 3 from users’ ratings to be able to reflect the negativity and
positivity of the user’s preferences on the final recommendation score calculation.
We implemented two levels of accuracy that the recommender algorithm employs while calcu-

lating the alignment between the user profiles and item vectors. For both versions, whenever a
request is received to generate recommendations for a target user, the cosine similarities between
user’s profile vector and all candidate movie profile vectors are calculated. Candidate movies are
all the movies the user has not rated yet.
The High accuracy recommendations are the typical top-n movies with the highest similarity

scores. This condition represents the standard behaviour of recommender algorithms. The Low
accuracy recommendations, however, are the bottom-n positively scored movies. Note that by se-
lecting positively scoredmovies, the recommended items are prevented from including bad items—
the recommendations still have a predicted score higher than 3/5 stars. For both techniques, the
recommender algorithm selects movies within the top-n or bottom-n such that the list of recom-
mendations covers all different regions of the user profile space.
It is important to emphasize that the proposed explanation technique reveals information

around the alignment between the user’s interests and recommended items’ features. Therefore
the conclusions we reach can be extended to other recommender algorithms that present similar
explanations to their generated suggestions.

ACM Transactions on Information Systems, Vol. 39, No. 4, Article 42. Publication date: October 2021.



Why or Why Not? The Effect of Justification Styles on Chatbot Recommendations 42:7

Fig. 3. Examples of our four different variations of justifications.

4.3 Preference Elicitation

We implemented a system-controlled preference elicitation mechanism to draw out users’ movie
preference information for generating recommendations.We presentedmovies in decreasing order
of popularity (i.e., total number of ratings) and asked users to either provide a 1- to 5-star rating or
ask for different movie. This process continues until users have rated five movies, after which the
system proceeds to the recommendation part. A screenshot of the preference elicitation process is
shown in Figure 2.

4.4 Justification Generation

We generated four types of justifications: None, Why, Why not, and Combination. In the None
condition, the system recommends movies without any justification, and we present the same text
for all users and for all recommended items, as shown in Figure 3(a).

ALGORITHM 1: Generating a Why justification

1: procedure GenerateWhyExp(user , item,model )
2: itemFL ←model .дetFeatList (item)
3: userFPL ←model .дetUserFeatPos (user )
4: sort userFPL in the order of desc. feature scores
5: commonFeat ← {}
6: for each feature f in userFPL do

7: if f is in itemFL then

8: add f to commonFeat
9: f .movieList ← f indContItems ( f ,user )
10: end if

11: end for

12: return f ormExp (commonFeatures )
13: end procedure

ACM Transactions on Information Systems, Vol. 39, No. 4, Article 42. Publication date: October 2021.
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TheWhy justification takes the following form: “I am recommending x because. . . .” In this condi-
tion, we support users in tracing the causes of why a movie is recommended. To do so, we follow
the algorithm given in Algorithm 1). We first find the features of the item being recommended
(Line 2) and positive features that exist in the user profile (Line 3)—the ones that have positive
accumulated scores, as described in Section 4.2. Positive features are sorted in descending order
of their scores within the user profile (Line 4) and the algorithm subsequently tries to find the
common features between the user profile and the item profile (Lines 6—11). The highest-scored
features of the user profile are prioritized in the generation of the final justification string. The
algorithm also finds movies in the user’s profile that contain the corresponding common features,
which are used to form the justification text. Figure 3(b) shows an example of aWhy justification.

ALGORITHM 2: Generating a Why not justification

1: procedure GenerateWhyNotExp(user , item,model )
2: itemFL ←model .дetFeatList (item)
3: userFPL ←model .дetUserFeaturesPos (user )
4: userFNL ←model .дetUserFeaturesNeд(user )
5: recList ←model .дetRec (user )
6: sort recList in the order of asc. rec. scores
7: for each itemToCompare in recList do
8: itemToCFL ←model .дetFeatList (itemToCompare )
9: if userFNL is ∅ then
10: f eatExc ← itemToCFL − userFPL
11: f eatExc ← f eatExc − itemFL
12: if f eaturesExc � ∅ then
13: return f ormExp (itemToCompare, item, f eatExc )
14: end if

15: else

16: commonNeдFeat ← {}
17: for each feature f in itemToCFL do

18: if f ∈ userFeaturesNL and f ∈ itemFL then

19: add f to commonNeдFeat
20: f .movieList ← findContItems(f,user)
21: return f ormExp (item, itemToCompare,
22: commonNeдFeat )
23: end if

24: end for

25: end if

26: end for

27: end procedure

TheWhy not justification takes the following form: “I am recommending x but not y because. . . ”
In this condition, the aim is to provide a comparison between the actual recommended item x and
another potential item y. y is considered as a possible recommendation for the user, but it is not
recommended, because x has a better alignment with the user’s preferences.
While some existing justification mechanisms allow the user to select the y item [36], in

our system it is implemented as a system-controlled item selection mechanism. This reduces
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uncontrolled variations that may result from users’ selection of item y and avoids burdening the
user with the additional cognitive effort of selecting item y during the user study.

The procedure for generatingWhy not justifications is outlined in Algorithm 2 (see Appendix B).
The algorithm first finds the features in the recommended item profile (Line 2), positive features
of the user profile (Line 3) and the negative features of the user profile (Line 4). Next, it processes
potential y’s that can be compared with the actual recommended item x. To achieve this, it calls the
model to generate recommendations (Line 5) and sorts the returned list such that the lowest-scored
items appear first in the list (Line 6).
Ideally, the algorithm points out negative aspects of item y, but if the user has only rated movies

with a positive score, the algorithm has no information about potential negative features. In this
case, the algorithm instead tries to find features that exist in the potential item y but not in the
user’s positive features and the feature set of x (Line 10). The algorithm tries to find an item y that
has at least one of such features (Line 11). Once a potential y with such features is found, those
features can be used to form a justification string for the Why not justification (Lines 12 and 13).

If, however, the user has provided negative ratings for some movies (and hence some features)
during the preference elicitation step, then for each item in the list of potential y’s, the algorithm
checks whether y has any features that the user does not like and the actual recommended item
x does not contain (Lines 16–20). Once such an item is found, the algorithm forms a justification
text using three objects: the recommended item (x), item to be compared (y), and the common
negative features between the profile of y and user’s negative features in their profile (Lines 21
and 22). In addition, the algorithm also finds movies rated by the user that contains those nega-
tive features to add into the final justification text. Figure 3(c) shows an example of the Why not
justification.
The combination justification refers to the experimental condition that presents both the Why

justification and theWhy not justification at the same time. To achieve this, both procedures given
in Algorithms 1 and 2 are called, and their justifications are presented together. Figure 3(d) shows
an example.

4.5 Design Rationale

To address our research questions, we developed a movie recommending chatbot that was button-
based to improve the ease of use compared to a text-based interface.
To avoid a cluttered interface, we chose to provide meta-data about each recommendation using

a movie card that included the movie poster, title, year, genre, release date, and the cast. After each
movie card was presented, the justification was provided in a message bubble. After rating like
or dislike the user was provided with another movie option until they were shown five movies.
While all the other design components remained the same, the presentation of the movie card
differed slightly depending on the justification style (see interfaces in Figure 4). In the why not
and combination conditions, the recommended item was shown in addition to the alternative that
was not recommended (Figure 4(b)). The item that was not recommended was prominently labeled
and highlighted in red. Whereas, users in thewhy and none conditions were only shown the movie
card for the recommended item (Figure 4(a)).
Initially, we ran a small pilot study with ten participants to ensure there were no usability issues.

These participants were asked to interact with the system but verbalize their thought process as
they proceeded in the study. This think-aloud approach has been shown as a useful usability tool to
evaluate systems [3]. As a result, we learned that offering more than five movies in the preference
elicitation steps could lead to participant fatigue. Therefore, the design was updated to feature five
movies.

ACM Transactions on Information Systems, Vol. 39, No. 4, Article 42. Publication date: October 2021.
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Fig. 4. Examples of the interface for the different justification styles. The movie card displays relevant infor-
mation about the movie such as the title, year, genre, and year.

4.6 Participants and Procedure

For the experiment, we recruited 317 participants from Amazon’s Mechanical Turk.2 The study
finished with 310 participants after checking validation metrics. In total, we used three validation
metrics to check for participants’ attention and potential bad data points.
We considered the time taken to complete the three main stages of the study, an attention-

checking question based on interaction with the stimulus, and we reviewed the open-ended ques-
tions to rule out bots. Participants were paid US$2.00 for the task, which took around 15 minutes
to complete. Of the participants who successfully passed the validation metrics, 62% identified as
men, 37% as women while 0.3% reported as non-binary and 0.3% preferred not to disclose. Most
of the participants tended to be younger: 18–24 (11%), 25–29 (26%), 30–34 (26%), 35–39 (15%), 40–
44 (5%), 45–49 (8%), 50–54 (4%), and 55+ (4%). We summarize the distribution of participants in
Table 1.

Figure 5 provides an overview of the study procedures. After accepting the consent form, partic-
ipants were directed to complete the pre-survey that collected demographic (age and gender) and
personal characteristic information (disposition to trust [43] and technology experience [18]). We
adapted items for gender based on recent recommendations on gender inclusion in surveys [50].
We then provided an overview of the instructions for the stimulus stage. After reviewing the in-
structions, participants were directed to a chatbot interface where they were greeted by Moviebot.
To learn about participants’ preferences, they were asked to rate five movies on a scale of 1 to 5

stars. If participants were not familiar with a movie option, then they were given the opportunity
to replace it with a new option. Once the ratings for five options were submitted, participants
could proceed.
Moviebot subsequently presented a total of five movie recommendations with either Low or

High accuracy (randomly assigned) and with a randomly assigned justification style (None, Why,
Why not, or combination). We chose to present five recommendations so as to not overwhelm
participants; this was based on feedback from a pilot study. Aside from the “None” condition, a

2https://www.mturk.com.

ACM Transactions on Information Systems, Vol. 39, No. 4, Article 42. Publication date: October 2021.

https://www.mturk.com


Why or Why Not? The Effect of Justification Styles on Chatbot Recommendations 42:11

Table 1. The Distribution of Participants across the
Different Conditions

Justification Style Low Accuracy High Accuracy Total

None 38 39 77
Why 39 36 75
Why Not 38 42 80
Combination 39 39 78

Fig. 5. Study procedure. Participants were randomly assigned to one of eight conditions. They were exposed
to one of the four levels of justification styles and we also controlled the performance of the algorithm (low
or high).

justification preceded each recommendation. For each recommendation, participants were asked
“What do you think about the recommendation?,” which they could answer by pressing a like
or dislike button. After completing the interaction with Moviebot, participants were directed to
complete the post-stimulus survey. Next, we describe the measures that were adopted in the study.

4.7 Measures

A key component of evaluating any online system involves exploring the subjective factors that
influence the user experience, also known as constructs. We consider leading frameworks within
the field that consider how objective aspects of our system (e.g., different justifications or the
accuracy of the recommendations) are perceived by users, and how their personal characteristics
lead to specific user experiences and interactions with the system [30, 45].

As such, we consider pre-validated measurement scales to operationalize each factor/construct
that would help to evaluate users’ perceptions of the system. Each construct was measured using
multiple items that were phrased as statements, with a 5-point response format from “strongly
disagree” to “strongly agree” (see Table 2). We tested the construct for reliability by examining the
Cronbach’s α value for each construct.

Perceived Justification Efficiency: We adapted four items from Vandenbosch et al. [54]. This con-
struct focused on whether respondents found the justification helpful in quickly assessing a rec-
ommendation (average variance extracted (AVE) AVE = 0.908, Alpha = 0.926). Exemplar items
included “The chatbot saves me time” and “The chatbot’s justification speeds up my decision
making.”
Perceived Justification Effectiveness: We adapted four items from Vandenbosch et al. [54]. This

construct focused on whether respondents found the justification helpful in correctly determining
the suitability and quality of the recommended items (AVE = 0.866, Alpha = 907). For example,
“The chatbot’s justification improves the quality of my movie decisions.”

ACM Transactions on Information Systems, Vol. 39, No. 4, Article 42. Publication date: October 2021.
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Table 2. The Survey Items Per Construct with Item Factor Loadings

Construct Items Factor
Loading

Perceived The chatbot’s explanation saves me time. 0.93
Justification Efficiency The chatbot’s explanation improves the chatbot’s efficiency. 0.88

The chatbot’s explanation speeds up my decision making. 0.91
The chatbot’s explanation enables me to react more quickly
to movie recommendations.

0.90

Perceived Justification
Effectiveness

The chatbot’s explanation helps me to respond more appro-
priately to movie recommendations.

0.87

The chatbot’s explanation improves the quality of my movie
decisions.

0.90

The chatbot’s explanation helps me to determine which
movies to choose.

0.85

The chatbot’s explanation improves the chatbot’s effective-
ness.

0.84

Transparency I understood why the movies were recommended to me. 0.79
The information provided for the recommended movie is suf-
ficient for me to make a decision.
The movies recommended to me had similar attributes to my
preference.

0.95

Trusting This chatbot provides unbiased movie recommendations. 0.70
Beliefs (Integrity) This chatbot is honest. 0.91

I consider this chatbot to be of integrity. 0.91
(Benevolence) This chatbot puts my interest first. 0.90

This chatbot keeps my interests in its mind. 0.90
This chatbot wants to understand my needs and preferences. 0.80

(Competence) This chatbot is like a real expert in assessing movies. 0.85
This chatbot has the expertise to understand my needs and
preferences about movies.

0.92

This chatbot has the ability to understand my needs and pref-
erences about movies.

0.87

This chatbot has good knowledge about movies. 0.73
This chatbot considers my needs and all important attributes
of movies.

0.85

Perceived Control I had limited control over the way the chatbot made explana-
tions.
The chatbot does what I want. 0.90
I would like to have more control over the chatbot.
I had full control over the chatbot. 0.82

Recommendation
Quality

I liked the movies recommended by the movie recommender. 0.93
I found the recommended movies appealing. 0.94
The recommended movies fit my preference. 0.91
The recommended movies were relevant. 0.93
I didn’t like any of the recommended movies.

(Continued)
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Table 2. Contnued

Construct Items Factor
Loading

Social Presence There is a sense of human contact when using the chatbot. 0.86
There is a sense of personalness when using the chatbot. 0.95
There is a sense of sociability when using the chatbot.
There is a sense of human warmth when using the chatbot. 0.90
There is a sense of human sensitivity when using the chatbot.

Trusting Intention
(Willingness to

When I need a movie suggestion, I would feel comfortable
depending on the recommendations provided by this chatbot.

Depend) I can always rely on this chatbot to help me make a decision
about tough movie choices.

0.90

I feel that I could count on this chatbot to help when I do not
know what movie to watch.

0.92

Faced with a situation that required me to use a movie recom-
mendation service (for a fee), I would use the company that
integrates this chatbot.

0.87

(Follow Advice) If I had a challenging movie choice, I would want to use this
chatbot again.

0.91

I would feel comfortable acting on the movie recommenda-
tions given to me by this chatbot.

0.87

I would not hesitate to use the movie recommendations this
chatbot supplied me.

0.90

I would confidently act on the movie recommendations I was
given by this chatbot.

Removed items are colored in grey.

Transparency: We adapted three items from Millecamp et al. [41]. This construct was focused
on measuring users’ understanding of the recommendation rationale (AVE = 0.869, Alpha = 0.819).
For example, “I understood why the movies were recommended to me.”
Perceived Control: Four items from Knijnenburg et al. [27]. This construct measures respondents’

perception that the system allows them to control the recommendation process (AVE = 0.856, Alpha
= 787). For example, “I had limited control over the way the chatbot made justifications” (reversed).
Recommendation Quality: Five items from Reference [27]. This construct measures how useful

the recommendations are perceived to be by users (AVE = 0.926, Alpha = 0.948). For example, “I
liked the recommended movies.”
Social Presence: We adapted five items from Gefen et al. [20]. This construct measured whether

respondents felt like the chatbot cared for them (AVE = 0.905, Alpha 0.822). For example, “There
was a sense of personalness when using the chatbot.”

Chatbot Experience: Four items adapted from Reference [2]. For example, “I use chatbots
frequently.”
Trusting Beliefs: Using McKnight et al.’s framework on trust [39, 55], trusting beliefs consists of

integrity (three items, AVE = 0.842, Alpha 0.901), benevolence (three items, AVE = 0.868, Alpha =
0.867), and competence (five items, AVE = 0.843, Alpha = 0.903) . Exemplar items from the integrity
construct include “The chatbot provides unbiased movie recommendations.”
Trusting Intention: This aspect consists of two constructs: willingness to depend on the advice of

the system (AVE = 0.894, Alpha = 0.9) and willingness to follow advice (AVE = 0.896, Alpha = 0.908)
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[39]. For example, “When I need a movie suggestion, I would feel comfortable depending on the
recommendations provided by the chatbot.”
After completing these questions, participants were asked to answer four open ended questions

about their experience interacting with the system. Exemplar questions included: “What aspects
of the system do you think were most helpful in understanding your recommendations?” These
items were adapted from Millecamp et al. [41].

5 RESULTS

First, we conducted a Confirmatory Factor Analysis (CFA) and examined the validity and re-
liability scores of the constructs measured in our study. Upon inspection of the CFA model, we
merged the “justification efficiency” and “justification effectiveness” factors due to a lack of dis-
criminant validity (i.e., a correlation between them that was larger than the square root of the AVE
of each factor). This resulted in the justification quality factor. Similarly, “willingness to depend”
and “willingness to follow advice” were merged into one stable factor. In inspecting the remain-
ing factors, we found the values of Cronbach’s α were high.3 Furthermore, the AVE for all factors
exceeded 0.50, indicating convergent validity.
We then subjected the nine factors, the experimental conditions, and selected interaction behav-

iors to Structural Equation Modeling. The model has a good model fit4: χ 2(772) = 1158.937, p < .01;
RMSEA = 0.032, 90% CI: [0.028, 0.037], CFI = 0.990, TLI 0.991. The corresponding model is shown
in Figure 7.5 For clarity, we report significant direct effects from left to right.
Effects of Justification Style: The results indicate that there were no significant interaction effect

between justification style and algorithmic accuracy on the justification quality factor (all things
held constant) (χ 2(3) = 0.567, p > 0.05). The model shows that the manipulation of the justification
style had a positive independent main effect on the perceived quality of the justification compared
to having no justification (H1a supported). Participants with justifications around why an item
was recommended perceived about 0.39 standard deviation higher levels of justification quality
compared to having no justifications—a small to medium sized effect. However, for the “why not”
and the combination conditions, the effect was not significant. For marginal effects of justification
style on justification quality see Figure 6(a).
Meanwhile, therewas positive direct effect of the perceived justification quality on recommenda-

tion quality, perceived transparency and perceived control: The more users perceive quality from
the justification and the recommendations, the more transparent the system was perceived to be
and that increased participants feelings that they had control over what was being recommended.
There was no significant direct effect of any of the justification styles on transparency. However,
there was a significant indirect effect of the why justification style on transparency via justifica-
tion quality (β = 0.639 p < 0.05) (H1b supported). Regarding interaction behavior, higher perceived
justification quality had a negative effect on liking recommended items. A potential explanation
for this effect may be that higher quality justifications may help users to identify items that may
not be relevant. Note that the recommendation quality yields a competing impact (β = 0.813 p <
0.001), hence the overall effect of justification quality on liking behavior is positive.

3For alpha, >.70 is acceptable, >.80 is good, >.90 is excellent.
4A model should not have a non-significant χ 2, but this statistic is regarded as too sensitive [4]. Hu and Bentler [25]

propose cutoff values for other fit indices to be: CFI > .96, TLI > .95, and RMSEA < .05, with the upper bound of its 90% CI

below 0.10.
5Significance levels: ***p < .001, **p < 0.1, *p < 0.05. R2 is the proportion of variance explained by the model. Numbers on the

arrows represent the β coefficients (and the standard error) of the effect. Aspects represented: Objective System Aspects,

UPQ, Subjective System Aspects, Personal Characteristics, Situational Characteristics, Interaction, User Experience.
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Fig. 6. Marginal effects of justification styles and algorithmic accuracy on the subjective factors. The effects
of the “no justification, low accuracy” condition is set to zero, and they-axis is scaled by the sample standard
deviation.

Effect of Algorithmic Accuracy: The performance of the algorithm had a positive effect on
recommendation quality (H2 supported). Unsurprisingly, the algorithm that better aligned with
participants’ interests was perceived to provide higher quality recommendations—a large, 1.0
standard deviation difference. Subsequently, the perceived recommendation quality had an effect
on perceived transparency and perceived control. Hence, indirectly, the high accuracy algorithm
improved participants’ view on the system’s transparency and their feeling of control. For
marginal effects of algorithmic accuracy on the subjective constructs see Figure 6.
Effect on Trusting Beliefs: Trusting beliefs were represented with three trust facets - integrity,

benevolence, and competence. There were no significant direct main effects of justification style
on trusting beliefs, but there is a indirect effect on all facets of trust via the route [justification style
→ justification quality → perceived transparency → (trusting beliefs)] (H1a supported; H1c not
supported). Integrity was positively influenced by perceived control and trust disposition. Mean-
while, integrity and transparency have a positive direct effect on benevolence. This suggests that
participants view that the system as acting in their best interests if they perceive integrity and
transparency. In turn, benevolence, social presence, perceived control, transparency, and justifi-
cation quality positively affected users’ perception of competence. The negative direct effect of
integrity on competence suggests that users can view a system as acting in line with a set of ac-
cepted principles but that this may negatively impact their perceptions of the system’s abilities.
Figure 6(f), (g), and (h) provide an overview of the marginal effects of the justification styles and
algorithmic accuracy on trusting beliefs.
Effect on Trusting Intention: We observed four positive direct effects on participants trust-

ing intentions. Participants trusting beliefs, particularly integrity and competence, significantly
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Fig. 7. The structural equation model for the experiment using Knijnenburg et al.’s framework [30].

influenced participants’ willingness to depend on and follow advice from the system. Benevolence
was the only facet of trust that did not yield a significant effect. Similarly, the perceived quality of
the recommendation and the justification also had a positive effect. According to the parameter
weight, recommendation quality has the strongest influence (β = 0.825 p < 0.001), but the quality
of the justification also had a strong effect (β = 0.516 p < 0.001).
There were no direct effects of the justification style on participants’ willingness to depend on

and follow advice from the system (χ 2(3) = 5.097, p > 0.05). However, the “why not” justification
style had a negative effect (β = −0.331, p < 0.01) while “why” and “combination” had negative but
non-significant effects. The higher justification quality of the “why” justification ultimately gives
this explanation type the upper hand when it comes to users’ willingness to depend on and follow
the advice of the RS. See Figure 6(i) for the marginal effects of justification style and algorithmic
accuracy on willingness to depend on and follow advice.
Personal and Situational characteristics: Participants with more experience with technology per-

ceived more social presence in their interactions with the system, and judged the system to have
a higher level of integrity. They also perceived less system transparency, though. Participants’
trusting disposition positively influences their perception of the justification quality as well as the
integrity of the system, which suggests those with a greater tendency to trust technology would as-
sume the system acts with a set of principles that are acceptable to participants (e.g., transparency
and honesty). Last, age influenced perceived justification quality (with younger participants per-
ceiving a higher justification quality), while gender did not significantly influence any factor (p >
0.05) (RQ3).
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6 DISCUSSION

Based on the results of our experiment, we describe the benefits of justifications in conversational
recommenders and the relationship with algorithmic accuracy. We offer insights into the impact
on users’ perceptions and present preliminary suggestions on the use of “why” versus “why not”
justification styles. We also describe the significance of algorithmic accuracy. Last, we discuss how
our results are influenced by users’ personal characteristics.

6.1 Impact of Justifications

Our results show that only the “why” justifications are considered to have a higher quality than
no justification at all (R1). In effect, the study provides supporting evidence that the use of “why”
style justifications enhances users’ trusting beliefs, perception of system transparency, and user
experience with conversational recommenders, with other justifications having no significant ef-
fect. Moreover, “why not” justifications negatively influenced users’ willingness to depend on and
follow advice from the system. For explanatory tools this distinction is important when consid-
ering effect designs. Justifications may become particularly important to people when there are
problematic predictions from the system. Therefore, efforts to alleviate concerns would be critical
to maintain a positive experience and to retain that consumer. Being clear with “why” a recom-
mendation was delivered could offer insight into the underlying workings of the system. As such,
“why” justifications significantly influenced users’ perception of system transparency and control.
The results align with existing work that showed that what is perceived to be a “better explanation”
would positively impact trusting beliefs and adoption intentions [33, 49, 55]. For future intelligent
systems,
Furthermore, describing the rationale behind “why” a recommendation was made versus “why

not” may be cognitively easier to process, thus, quicker for a user to identify if a system correctly
or incorrect inferred preferences. This could be important for incorporating direct feedback to
improve predictions and building trust with the system. A system built with scrutability (allowing
users to tell the system if it is wrong) as a feature may be appropriate for the conversational nature
of a chatbot agent. Thus, this may improve perceived accountability in future intelligent systems.
Prior work has found that users may adopt normative or pragmatic views regarding the expla-

nations in intelligent systems: Users with normative views are motivated by detailed and compre-
hensive explanations while those with a pragmatic view are motivated by benefits for usability and
efficient use [16]. As such, we suspect that “why” justifications may be viewed as more pragmatic
and therefore more efficient and succinct. Indeed, Lim et al. also found that “why” explanations
were preferred over “why not” explanations [36] for their simplicity. Moving forward, we antici-
pate that this would have implications for how justifications would be designed, since simplicity
and familiarity appear to be sensitive to the effectiveness of the justification. We note that for
users in the “why not X” conditions, the option that was not recommended (item X) was chosen
by the system. Future work could investigate the possibility of having the user ask the “why not”
question about a particular item of their own choosing.

6.2 Impact of Algorithmic Accuracy

One of the primary functions of a recommendation agent is improving the agent’s ability to pre-
dict to what extent an item will match a person’s preferences, interests, and goals. Accuracy is a
common metric used to test the effect of variations in prediction performance. By distinguishing
between high and low algorithmic accuracy, we were able to demonstrate that there was a sig-
nificant effect of the performance of the algorithm on the perceived recommendation quality (see
marginal effects in Figure 6).
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Our results indicate that being able to accurately predict users’ preferences significantly impacts
how people perceive the system’s ability to suggest useful items that are of quality. This, in turn,
helps to establish long-term trust toward the agent. At the same time, even with less relevant items,
providing justifications had an independent effect on users trusting beliefs and their willingness
to follow the system’s recommendations. For stakeholders, this suggests that offering insights into
why a recommendation is made may influence consumers’ trusting beliefs and their willingness
to follow through with recommendations, even if the recommendation is not perfectly aligned
with the user’s preferences. This may prove to be vital for conversational recommenders that are
used commercially as justifications could assist in building trust and influencing system adoption.
System designers could consider prior work that have called for systems for self-actualization that
not only focus on providing the best recommendation but offering support to users in exploring,
developing, and understanding their preferences [28, 51]. Care must be taken, though, not to cajole
users into accepting items that they will eventually not like, as this would erode trust.

6.3 Impact of Personal Characteristics

Another contribution of our work is an empirical investigation into how users’ prior positions
on trust in technology impacts their reaction to different justifications (RQ3). Users with more
technology experience perceived less transparency from the system. Having more experience with
different systems may increase the expectations of interactions online. In line with the Expectancy
Violation Theory, users form expectations based on their interaction with other actors and they
evaluate their current experience based on their expectations [11]. As such, their evaluation of
met-expectations or violated-expectations affect interaction outcomes. Therefore, as more tools
around transparency and explainability become available, developers should consider that users
expectations may also increase.
Similarly, users who were more trusting of technology perceived more control, integrity, and

justification quality from the chatbot. Although this is positive, designers should consider possible
consequences for users who may be more skeptical about technology.

7 LIMITATIONS

We performed our study with MTurk workers who may be more open to trying and thus trusting
technology. Also, our sample is slightly skewed to younger males and as such that may affect the
generalizability of our results. The interactive capabilities of the chatbot were also limited to allow
the researchers to control for the user experience. Additionally, there are many styles and elements
of justifications not evaluated in the study.
Another potential limitation is that we use a content-based recommendation algorithm rather

than a more common collaborative filtering algorithm that may impact accuracy. The reason for
this choice is that content-based algorithms are easier to explain; although there is some existing
work on the explanation of collaborative filtering algorithms [24].

8 CONCLUSION

In this article, we have studied the effect of providing justifications in conversational recom-
menders by employing three different justification styles, as well as interactions with two dif-
ferent recommendation algorithms: one with high accuracy, and another with lower. Our results
show that why justifications (rather than why not) significantly influence users’ perception of
system transparency, influences perceived control, and in turn affects users’ trusting beliefs and
intentions. The contributions of this work are multi-disciplinary as we contribute to the fields
of Human-Computer Interaction and Recommender Systems by offering a better understanding
of user perceptions towards justifications in conversational recommenders that could benefit the
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design of explainability-related tools for recommender systems. Future research should investigate
the possibilities of other methods for explaining recommendations considering both the explana-
tion style and other interactive methods.
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